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What is PyTorch?

Ndarray library  
with GPU support

automatic differentiation 
engine

gradient based  
optimization package

Deep Learning

Reinforcement Learning
Numpy-alternative

Utilities 
(data loading, etc.)



ndarray library
•np.ndarray <-> torch.Tensor 
•200+ operations, similar to numpy 
•very fast acceleration on NVIDIA GPUs 



ndarray library

Numpy PyTorch



ndarray / Tensor library
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NumPy bridge 



NumPy bridge 

Zero memory-copy 
very efficient



NumPy bridge 



NumPy bridge 



Seamless GPU Tensors



automatic differentiation engine
for deep learning and reinforcement learning



W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

PyTorch Autograd



MMMM

PyTorch Autograd
W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

i2h = torch.mm(W_x, x.t()) 
h2h = torch.mm(W_h, prev_h.t())



MMMM

PyTorch Autograd
W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

i2h = torch.mm(W_x, x.t()) 
h2h = torch.mm(W_h, prev_h.t()) 
next_h = i2h + h2h



Add
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PyTorch Autograd
W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

i2h = torch.mm(W_x, x.t()) 
h2h = torch.mm(W_h, prev_h.t()) 
next_h = i2h + h2h



Add
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Tanh

PyTorch Autograd
W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

i2h = torch.mm(W_x, x.t()) 
h2h = torch.mm(W_h, prev_h.t()) 
next_h = i2h + h2h 
next_h = next_h.tanh()



W_h = torch.randn(20, 20, requires_grad=True) 
W_x = torch.randn(20, 10, requires_grad=True) 
x = torch.randn(1, 10) 
prev_h = torch.randn(1, 20) 

i2h = torch.mm(W_x, x.t()) 
h2h = torch.mm(W_h, prev_h.t()) 
next_h = i2h + h2h 
next_h = next_h.tanh() 

next_h.backward(torch.ones(1, 20))

Add

MMMM

Tanh

PyTorch Autograd



Neural Networks



Neural Networks



Neural Networks



Optimization package
SGD, Adagrad, RMSProp, LBFGS, etc.



Work items in practice

Writing  
Dataset loaders

Building models Implementing  
Training loop

Checkpointing 
models

Interfacing with 
environments

Dealing with  
GPUsBuilding optimizers Building 

Baselines



Work items in practice

Writing  
Dataset loaders

Building models Implementing  
Training loop

Checkpointing 
models

Interfacing with 
environments

Dealing with  
GPUsBuilding optimizers Building 

Baselines

Python + PyTorch - an environment to do all of this



Visualization
TensorBoard-PyTorch Visdom

https://github.com/lanpa/tensorboard-pytorch
https://github.com/facebookresearch/visdom

https://github.com/lanpa/tensorboard-pytorch
https://github.com/facebookresearch/visdom


Ecosystem
•Probabilistic Programming

http://pyro.ai/

github.com/probtorch/probtorch

http://github.com/probtorch/probtorch


Ecosystem
•Gaussian Processes

https://github.com/cornellius-gp/gpytorch



Ecosystem
•Machine Translation

https://github.com/OpenNMT/OpenNMT-py https://github.com/facebookresearch/fairseq-py

https://github.com/OpenNMT/OpenNMT-py
https://github.com/facebookresearch/fairseq-py


Ecosystem
•AllenNLP http://allennlp.org/



Ecosystem
•Pix2PixHD

https://github.com/NVIDIA/pix2pixHD



Ecosystem
•Sentiment Discovery

https://github.com/NVIDIA/sentiment-discovery

https://github.com/NVIDIA/sentiment-discovery


Ecosystem
•FlowNet2: Optical Flow Estimation with Deep Networks 

https://github.com/NVIDIA/flownet2-pytorch


