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▪ global leader in computer graphics, with +20 years experience 

▪ shaping the future of creative storytelling, VR, and digital design

▪ V-Ray is the industry standard within top design centers, 
architectural firms, advertising agencies, and visual effects studios

▪ 92 out of the world’s top 100 architecture firms depend upon V-Ray

▪ used in +200 feature films, such as Captain Marvel and Black 
Panther and cinematic TV like Game of Thrones

creating powerful rendering and simulation technology to 
help you visualize anything imaginable
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▪ Includes constantly looking into new technologies 
that may help our customers
(and we love to play with new toys!)

▪ And looking for problems that need solving… 

our mission

Solving hard problems so you don’t have to



Started in 2008 with “V-Ray RT”

▪ Using whatever it takes: GP-GPU, CUDA, 
OpenCL, OpitX, DXR, Vulkan, etc.

Why?

▪ We believe increasing artist efficiency is 
equal in importance to image quality

▪ Faster Rendering
▪ = faster feedback 
▪ = faster decisions 
▪ = more design iterations 
▪ = better results & better designs

GPU Ray Tracing



+10 years of development delivers the world’s 
most fully-featured GPU production renderer

▪ Uses same data and workflow as V-Ray

▪ Projects can start in V-Ray GPU and easily 
transition to V-Ray (if required)

▪ Maximizes performance by utilizing all GPUs 
and/or CPUs in the system

▪ Delivers identical results across hardware 
configurations for complete flexibility

▪ First to include NVLink support for pooling 
GPU memory (shipping since 2016)

and/or

V-Ray GPU



▪ Also enabling new possibilities

▪ Real-time motion capture rendering 

▪ In 2014 using a cluster of VCAs 
housing scores of GPUs 

▪ Looking forward to doing this now with  better 
quality on a single RTX card…

V-Ray GPU



V-Ray Solutions

V-Ray GPU



All features presented last year delivered in:

▪ V-Ray Next for 3ds Max May 2018

▪ V-Ray Next for Maya November 2018

▪ V-Ray Next for Unreal November 2018

▪ V-Ray Next for Sketchup February 2019

▪ V-Ray Next for Rhino March 2019

▪ in Beta: Houdini, Katana, Nuke, Modo, Blender

Faster, More Responsive, Smarter, 
Easier to Use, Focused on Production

V-Ray Next – since GTC ‘18



FASTER

▪ 2X Faster compared to previous V-Ray 3.6 
across all GPU generations

▪ New rendering architecture

▪ Designed for the future – like RTX

▪ Adaptative Dome Light – up to 7X faster

▪ Volumetrics & Hair now accelerated, 
and many times faster

V-Ray Next – what’s new



▪ New hair shader

▪ Glints and glitter controls

▪ Environment Fog and Volumetrics

▪ Supports textured volumetrics

▪ Improved sampling strategies for 
homogeneous volumes

Ian Spriggs dabarti

V-Ray Next – what’s new



▪ Edges texture ▪ Bercon noise ▪ VRscans

V-Ray Next – what’s new



▪ Support for the NVidia AI Denoiser 
(supplied within OptiX) – great for interaction

▪ Reworked interactive behavior for far faster 
start-ups, updates and iterations 
– this alone makes it seem twice faster

▪ Interactive modes (IPR etc.) 
now share the same settings as production 

▪ Your interactive results match your production 
results every time

V-Ray Next – what’s new

More Responsive



Easier to Use

▪ New public API queries feature support 
status

▪ Allows GUI to reflect what is supported 
by V-Ray GPU

▪ V-Ray Next products make V-Ray GPU 
simple to use – if you can see it, it’s 
supported

V-Ray Next – what’s new



Smarter

▪ Auto Exposure and 
Auto White Balance

▪ Exposed as part of 
Camera settings

▪ Great results with no effort – 
delivers smooth animations 
through changing lighting.

V-Ray Next – what’s new



V-Ray Next – what’s new

▪ GPU Bucket rendering

▪ Automatic configuration of best settings

▪ Better scaling with distributed rendering (DR)

▪ Cryptomatte support

▪ Resumable Rendering 
(start where you left off) 

▪ Improved Chaos denoiser

▪ Consistency across render elements 
allowing faster renderers to be used in post

Focused on Production



V-Ray Next – what’s new

And More:

▪ Improved displacement quality & speed 
for a fraction of the memory

▪ Improved lens effects

▪ Refraction dispersion

▪ On-demand textures now also in IPR

▪ Expanded NVLink support for the 
new bridge types on RTX cards



V-Ray Next – some user feedback



▪ Full out-of-core rendering

▪ RT Core Support  

▪ alSurface shader

▪ Texture nodes (Curvature & Distance Tex)

▪ Deep Output

▪ OSL procedural textures (patterns)

▪ Faster startup times

▪ Faster rendering on x86

André Matos

V-Ray GPU – in the works
Currently being Worked On:



V-Ray GPU – in the works
RT Core Support

▪ About 2X faster than our CUDA path on the same RTX hardware

▪ Already supporting:

▪ +95% of V-Ray Shaders
▪ All light types
▪ Adaptive Lights
▪ Light Cache
▪ Particles
▪ Hair
▪ Motion Blur
▪ SSS
▪ IPR

▪ See it in action at the GTC NVIDIA booth



V-Ray GPU – in the works
RT Core Support

▪ In testing with select customers today, 
in broader Beta this summer

▪ RT Core support will have complete parity when it ships 
– just as capabilities & results for x86 and CUDA match now

▪ Product goal – to simply take advantage of 
RT Cores whenever suitable RTX cards are found

▪ If you want access, monitor the Chaos Group forums @
https://forums.chaosgroup.com/

▪ Preliminary performance results from RT cores





RT Core acceleration within Turing GPUs

original scene

ray casting 76% shadingray casting 59% shading 41%

same scene 
with gray material override

▪ Ray traced rendering comprised of two major parts:  Ray Casting vs. Shading 
▪ Intersecting rays with geometry vs. 

▪ processing materials, textures, lighting, and effects 

▪ RT Cores within Turing GPUs accelerate just the ray casting portion

ray casting 45% shading 55%

possible VFX production



Research project to explore RTX

What if RT Cores were always there?

Goals:

▪ > 24 FPS

▪ Pure ray tracing – no rasterization

▪ Work directly with V-Ray data

▪ Continue increasing capabilities while 
staying within real-time budget

▪ Also support large data sets 
(with out-of-core for geometry)  

Project Lavina



Research in Action

Standalone viewer of vrscenes

▪ Using Microsoft’s DXR 

▪ Achieving +5X over CUDA on the same hardware

▪ Loads vrscenes exported from any V-Ray product

▪ No adjustment to materials, lights or geometry

▪ Supports out-of-core geometry for large scenes

▪ Includes collision detection
– when rays are free, why not?!

Project Lavina



Possibilities with V-Ray GPU
 

Project Lavina

     Project  Lavina   

Common Rendering Data & Workflow

VR Interactive Final Frame
90 FPS

Real-Time
24-30 FPS 5-10 FPS Offline

       V-Ray GPU

Lavina focuses on
real-time speeds

V-Ray GPU 
focuses on quality 
& capability

impressive quality 
without pressure 
for final frame

very interactive, 
without pressure 
to be real-time



Ideal for when you 
have a “time problem”

▪ Can scale for the most 
demanding of jobs.

▪ Pay only for what you need,
when you need it.

▪ A “super computer” 
from any machine.

▪ Cloud “Economy Magic” 

Cloud Rendering



Economies

▪ Cloud providers charge linearly for computing 
(e.g., 128 core/hours costs 8x 16 core/hours)
▪ If scaling is linear, then it costs no more to 

produce the same image more quickly

▪ Big discounts for “preemptible” machines
▪ Plan to stop & resume and you can save 80%

▪ Windows costs a premium
▪ Run on Linux

▪ Both V-Ray and V-Ray GPU scale very linearly 
within system, are resumable, and support Linux

Cloud Rendering



 Rental Ratio Speed Ratio Savings

64 Core
                   

1.0 1.0 0%

1 P100
                   

1.7 3.0 45%

1 V100
                   

2.2 4.6 53%

4 V100
                   

5.6 14.8 62%

Economies

▪ Speed often doesn’t matter if it costs more
▪ In 2018, cloud GPU prices reduced 

– especially for preemptable machines 
▪ GPUs cost more/hour but finish faster for less $

GPU Cloud Rendering

speeds are GPU-only



What if? 

▪ Built-in to what you already use

▪ Nothing new to learn

▪ Nothing to manage

▪ As easy as rendering locally

▪ Really efficient

▪ Cost effective 

GPU Cloud Rendering



Available Now

▪ Proven after 6 months of Beta with 20k users 
sending 500k jobs producing nearly 6 million images

▪ A simple “Cloud” button in the likes of 3ds Max, 
Maya,  C4D, SketchUp, Rhino, Revit, etc.

▪ Same settings as normal with a job name

▪ Everything is included - all cloud aspects, software 
licensing, etc.

▪ Never upload the same asset twice

▪ Monitor and manage from any web browser

▪ Only using CPU instances today. GPU instances to be 
provided later this year after we make them easy

Chaos Cloud



THANK YOU


