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" From consulting to ML PM

' Automated Insights

' Summarization from Wharton

—  Kristof Schum

Global Segment Leader ' Teach Summarization at MLU
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Innovate
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Why bother?

Summarization is not as fundamental
and immediately applicable as a feed-
forwarded neural net or XGBoost.
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2. Multifaceted

Clustering

Bayesian
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3. Easy
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Innovate
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Imagine you did not have time
to take notes




Amazon Amazon Notes
Transcribe Sagemaker Instantly

ﬂwoﬂ
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Agenda for today

tion

Of Automatic Text Summarization

s hrase

ry\
@ tical
Methods that are focused on finding and extracting the

most expressive as-is sentences in the text

Methods in the field of
Natural language generation
That provide new text as summa
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Evolution



“Areductive
transformation of
source text to summary
text through content
condensation by
selection and/or
generalization on what
IS Important in the
source.”

a@yoﬂ
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Schematic summary processing model

Source text T

Interpretation
Source —
representation |, T—_ Transformation
Summary —
representation \
Generation

Summary text .
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‘Genres’ of Summary?

* Indicative vs. informative
...used for quick categorization vs. content processing.

» Extract vs. abstract
...lists fragments of text vs. re-phrases content coherently.

« Generic vs. query-oriented
...provides author’s view vs. reflects user’s interest.

« Background vs. just-the-news
...assumes reader’s prior knowledge is poor vs. up-to-date.

 Single-document vs. multi-document source
...based on one text vs. fuses together many texts.

awon
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Evolution of methods

gCremins
_ Pollock & ¥ RST, Citation
Zamora ¢ Summons ‘ TAC, HexTAC * Summ
& Edmundson * Pyramid,
aS A
; = oparck- sion i
1 £ Baxendale P ﬁ MEAD (NLP) usl & Gensim
Jones
| | | ‘ |
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| | | | | | | | | | | | |
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| | | | v Seq2Seq
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Niggemeyer , LexRankA .
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2. Statistical
methods



The father of information retrieva




Let's give it an easy time

Demo

()



NVIDIA Gears Up For An Even
Larger GTC 2019

5 sentences generated
from the article: Q

* |t's that time of year again.

* This conference always hosts a smorgasbord of
informative keynotes, exhibitors, and hands-on
sessions, on a wide variety of topics.

* The program will include a women-led panel
session, women-only DLI sessions, and a
networking reception.

* The conference will also focus on up-and-
coming fields such as finance, healthcare, and
telco.

* The conference continues to expand, with more
sessions, more exhibitors, and more emergent
topics of discussion (healthcare, telco, finance, etc. It's that time of year again. Every spring NVIDIA kicks off its annual

series of GPU Techinology Conferences (GTC) with a real

“bumdinger” of an event held in San Jose. Last vear, | wrote that GTC
2018 was the place to be if you are in any way involved in Alor  (link)

i

a@m
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https://www.forbes.com/sites/patrickmoorhead/2019/02/07/nvidia-gears-up-for-an-even-larger-gtc-2019/#630244d248ce

Let's give it a hard time

Demo
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An excerpt from The Blah Story,

Volume 15:

“Her blah didn’t blah blah to blah some

blah blah, but she blah quite a
blah blah. Nevertheless, the blah
that blah gave the blah blah was

D

bl

al
lal
.

blah advantages. The blah was blah and
bl

1
1

1

of blah, irony, and blah blah. When
blah had blah blah that blah was likely
to blah blah a blah once blah she blah
no blah of her blah. She blah to blah

old blah blah more blah than blah.”

The Blah Story

11.3M words
17,868 pages


http://www.amazon.com/Blah-Story-15-Nigel-Tomm/dp/143822883X/
http://www.amazon.com/Blah-Story-15-Nigel-Tomm/dp/143822883X/

24

Sentences generated
from the Lord of The
Rings:

* He looked at the great walls, and the
towers and brave banners, and the sun
in the high sky, and then at the
gathering gloom in the East; and he
thought of the long fingers of that
Shadow: of the ores in the woods and
the mountains, the treason of Isengard,
the birds of evil eye, and the Black
Riders even in the lanes of the Shire -
and of the winged terror, the Nazgyl.

... [4 more]
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A more sophisticated statistical method

Edge Weights:
— [0.3,1.0]
— 0.20.3)
c— [{),1,00.2)

—_— [000.1)

ﬂwoﬂ
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An alternative: similarity with CNNSs

Regression
Sentence E’ S—_ a~—~ = ‘.,% - < Hidden
Matrix T et ] o ; Layer
~ Q Nl Similarity
= Matrix
A a"_ TR © Max
“ % Re i ‘ n Pooling
‘ ‘ 1 Additional
A Candidate ‘v/‘"/ “;.,; | P | Convolution Features
Summary Sentence S . ‘ | Feature Maps
Document D to ‘ ' Document
be Summanzed W, Matrix

amon
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Let's give TextRank an easy
time

Demo

()



NVIDIA Gears Up For An Even
Larger GTC 2019

5 sentences generated
from the article: Q i

- The story holds true for this year’s event (held March 17-21),
with NVIDIA promising to shine a spotlight on all the impactful
applications of Al, including robotics and autonomous vehicles
with a larger keynote area and more exhibitors.

- This year’s conference speaker roster features a who’s who in
Al and deep learning, with experts from industry leaders such as
Amazon, Alibaba, Google, NASA, Oak Ridge National Labs,
IBM, Verizon, Volvo, PayPal, and many, many more.

- NVIDIA’s tech rock star CEO Jensen Huang will be delivering
his keynote (no doubt in his signature leather jacket) on Monday
afternoon, at the San Jose State event center, which seats
5,000 (2,000 more than last year’s venue).

- NVIDIA says 9 of the world’s top 12 telco companies will be
attending and presenting at this year’'s GTC, as well as 4 of the
top 5 medical research universities and 5 of the top 7 radiology

departments.
- NVIDIA promises more Deep Learning Institute (DL|) coverage It's that time of year o RAIN Every SPring NVIDIA Kicks off its annual
this year, with six all-day workshops (including developer sories of GPU Technology Conferences (GTC) with a real

certification), and over 100 DLI sessions all said and told.

“bumdinger” of an event held in San Jose. Last vear, | wrote that GTC
2018 was the place to be if you are in any way involved in Alor  (link)

i
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https://www.forbes.com/sites/patrickmoorhead/2019/02/07/nvidia-gears-up-for-an-even-larger-gtc-2019/#630244d248ce

Let's give Textract a LOTR
time

Demo

()



Sentences generated
from the Lord of The
Rings:

The Hobbits named it the Shire, as the
region of the authority of their Thain, and
a district of well-ordered business; and
there in that pleasant comer of the world
they plied their well-ordered business of
living, and they heeded less and less the
world outside where dark things moved,
until they came to think that peace and 2.8 3.
plenty were the rule in Middle-earth and FEER EE
the right of all sensible folk. .

| |
f |
: |
b |
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... 4 more
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No deep learning, no need for P3

ZOSECS 21 SeCS

2xlarge 2xlarge
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3. Paraphrasing -
method
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Deep learning to the rescue - RNNs

Decoder: Awesome sauce

Y1 V5

Encoder i i
o 0

h, h, haﬁ\ —> : > :

v w jel\] 1o (e

This needs to

capture the
Echt dicke Kiste entire phrase!

a@m
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MT progress over time
[Edinburgh En-De WMT newstest2013 Cased BLEU; NMT 2015 from U. Montréal]

Phrase-based SMT = Syntax-based SMT =Neural MT

30

25

20

15

10 =
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Sequence-to-sequence: the bottleneck problem

Encoding of the
source sentence.

Target sentence (output)

A
r \

the poor dont have any money <END>

Encoder RNN
NNY J2po2ag

les pauvres sont démunis <START> the poor don’t have any money

\ J
Y

Source sentence (input)

Problems with this architecture?
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Attention is a general Deep Learning technique

More general definition of attention:

Given a set of vector values, and a vector guery, attention is a
technique to compute a weighted sum of the values, dependent on

the query.

* |Intuition:

* The weighted sum is a selective summary of the information
contained in the values, where the query determines which

values to focus on.

* Attention is a way to obtain a fixed-size representation of an
arbitrary set of representations (the values), dependent on
some other representation (the query).
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Sequence-to-sequence with attention

dot product

Attention
scores

Encoder
RNN

NNY J2pP022(d

les pauvres sont démunis <START>
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Sequence-to-sequence with attention

dot product

Attention
scores

Encoder
RNN

NNY 12p023(

les pauvres sont démunis <START>

39 ©2019, Amazon Web Senvices, Inc. MACHINE LEARNING UNIVERSITY .' 1




Sequence-to-sequence with attention

dot product

Attention
scores

Encoder
RNN
NNY 412p022a(Q

les pauvres sont démunis <START>

U e AR e 2 MACHINE LEARNING Ur\u\./msmfg




Sequence-to-sequence with attention

dot product

Attention
scores

Encoder
RNN
NNY 412p0da(

les pauvres sont démunis <START>

SR AR e 2 MACHINE LEARNING Ur\u\./msmfg




Sequence-to-sequence with attention

On this decoder timestep, we're

- mostly focusing on the first
52 / encoder hidden state (“/es”)
€ 3 { H
LS
I @0 A r'y T T
o Take softmax to turn the scores
— - Bl . - "
S into a probability distribution
2 &
g S
= W
<

Encoder
RNN
NNY 12p023a(

les pauvres sont démunis <START>
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Sequence-to-sequence with attention

Attention Use the attention distribution to take a
output weighted sum of the encoder hidden
c states.
S S A,
E = { H The attention output mostly contains
b % information the hidden states that
received high attention.
S
2 O
g 2
HIE
<
W/
- S
E s
o oo L
- =
=

les pauvres sont démunis <START>
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Sequence-to-sequence with attention

Attention the

output A
Concatenate attention output

& _5 y; +— with decoder hidden state, then
= E { H A use to compute ¥, as before
L =
5 '

=
-
QO w
= O
g 3
Yy
<

Encoder
RNN

NNY 19p023(

les pauvres sont deémunis <START>
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Sequence-to-sequence with attention

Attention poor
output A

Attention
distribution

Attention
scores

Encoder
RNN

NNY 42p032(

les pauvres sont démunis <START> the

~2 el AR S TEes, 2 MACHINE LEARNING Ur\u\./mswv’g




Sequence-to-sequence with attention

Attention don’t
output T

Attention
distribution

Attention
scores

Encoder
RNN
NNY 12p0de(gd

les pauvres sont démunis <START> the poor
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Sequence-to-sequence with attention

Attention have
output T
- 5 > 4
O g y‘l-
—= 3 .
C O
S
0 =
=

Attention
scores

Encoder
RNN
NNY J2p0o22aq

les pauvres sont démunis <START> the poor don’t
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Sequence-to-sequence with attention
Attention any
output A
L - 5 W
s g I 4
—~ 3 M
C 0O F
= F
.2 T 3
=)
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S v
G é{ T
= v
<C
O
— ]
3 o| (o m o] [o] [o] (o 3
9 S o o | O o) o) o) o a
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les pauvres sont démunis <START> the poor don’t have
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Sequence-to-sequence with attention

Attention money
output A
c 5 > jj
e > P
25 { A
o =2 |—| |—|
E 2 vy X R
o
L -
o«
=
o E{ by
o
£ w
<

0000
'YY Y
0000

Encoder
RNN
NNY 12p0da(

les pauvres sont démunis <START> the poor don’t have any
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RNN with attention mechanisms

argentina

X(1— .")gcn}

Contex Vector I

Vocabulary
Distribution
B i i o e = Z00

>

Distribution B =’ = m m| o m m

Encoder

Hidden

States T ]
Germany emerge victorious in 2-0 win against Argentina on Saturday

Source Text

]

<START> Germany beat

Partial Summary
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Attention is great

* Attention significantly improves NMT performance

* It's very useful to allow decoder to focus on certain parts of the source
* Attention solves the bottleneck problem

» Attention allows decoder to look directly at source; bypass bottleneck
* Attention helps with vanishing gradient problem

* Provides shortcut to faraway states

* Attention provides some interpretability

Les
pauvres
sont
démunis

* By inspecting attention distribution, we can see

what the decoder was focusing on > The

* We get alignment for free! poor
* This is cool because we never explicitly trained don’t
an alignment system have

* The network just learned alignment by itself any
money

51 © 2019, Amazon Web Services, Inc. :\4\,3\0 [INE LEARNING U[\JI\./FRSET\'TEF



“Abstracts” from
the model: amazon

TEXT l @ a | S the
“great taffy at a great price. there was a

wide assortment of yummy taffy. delivery

was very quick. if your a taffy lover, this is a

deal.”

PREDICTED SUMMARY:
nice taffy!

ACTUAL SUMMARY:
great taffy!

amazon
52  © 2019, Amazon Web Services, Inc. MACHINE LEARNING UNIVERSITY@




The power of P3 Instance on 50K items

187 mins

59 mins

2xlarge 2xlarge
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Al. SERMIICIESS

Let’s go build!

Vision Speech Language Chatbots Forecasting Recommendations
@) @ & E W bE = o
— i 1ijijy ==
O O = z z : R
REKOGNITION REKOGNITION TEXTRACT POLLY TRANSCRIBE TRANSLATE COMPREHEND LEX FORECAST PERSONALIZE
IMAGE VIDEO

ML S ERSMERCIES

AMAZON
SAGEMAKER

BUILD TRAIN DEPLOY
Pre-built algorithms & notebooks One-click model training & tuning One-click deployment & hosting
Data labeling (GROUND TRUTH) Optimization (NE O)

Algorithms & models (AWS MARKETPLACE

Reinforcement learning
FOR MACHINE LEARNING)

Frameworks Interfaces Infrastructure

ML FRAMEWORKS & ¥ TensorFlow @ GLuonN Ll,{:j-' LI.@ LI.@ S @.

INFRASTRUCTURE m

K Keras
g C 7 CN5 FPGASs GREENGRASS ELASTIC
ERENC

dWs

S ———

Zw
z
=

=
PYTHRCH



Thank you for your interest.




The Goal: Pre-train + Finetune in NLP

Previously, context representation was either one directional, or
only token level (missing the bigger picture)

awon
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2018 Major NLP Advances

Transformer — Attention Is All You Need

= Vaswani et al. (Google) oy 2o

ULMFIT — Universal Language Model Fine-tuning for Text Classification
= Howard & Ruder (fast.ai, AYLIEN)

ELMo — Deep contextualized word representations
» Peters et al. (Al2, UW)

GPT Transformer — Improving Language Understanding by Generative Pre-Training
= Radford et al. (OpenAl)

BERT — Pre-training of Deep Bidirectional Transformers for Language Understanding

= Devlin et al. (Google)

Among many more...

awon
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Tran SfO rm er — Attention Is All You Need

Output
Probabilities

- No recurrent layers (RNN/LSTM): o —
allows parallelization )

* Transformer: Basic building block

Forward

1 [ Add & Norm Je=
comprises of Attention and FFN Som | ] ||
Forward ) F) ) x
] —
Iayers Nx —~(AddE Norm ) [Ad:asze:mH
 Both Encoder and Decoders ooy e
. _t | > !
comprised of stacked Transformers. | —— * ~
. e Encoding (O @O Encoding
» Can be trained significantly faster. e B g
i l
Inputs Outputs
(shifted right)

awon
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Self-Attention

Intuition
Layer:| 5 5| Attention:| Input - Input H Input
The_ The_ Embedding
animal_ animal_
didn_ didn_ Queries
t_ t_ Keys
Cross_ Cross_
the_ the_ Values
street_ street_
because_ because_ Score
it_ - it_
was_ = was_ Divide by 8 ( Vdj )
too_ s too_
pEn frm Softmax
d_ d_
Softmax
X

Attention(Q, K,V) = softmax(%)v Sum
k

59 © 2019, Amazon Web Services, Inc.

Thinking Machines
x: [T x2 [T
o T q. [T

L] L[]
q1. — q1. =

L1 L]

Credit: https://jalammar.

o 3
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github.io/illustrated-transformer/




1) This is our 2) We embed 3) Split into 8 heads. 4) Calculate attention  5) Concatenate the resulting -~ matrices,

input sentence* each word* We multiply X or using the resulting then multiply with weight matrix to
with weight matrices Q/K/V matrices produce the output of the layer
X Wo®
- ” Qo
Machines Wo!
F Vo
t d
Lir:ear g % -
c Wi
Concat O 01
A - J 2
) YR z g W1\ L L1
Scaled Dot-Product h © % i{' VI H—‘f
Attention C = B
At | n[_ 1l < z
c o= c - =
Linear Linear Linear = Q
5 © oo
= 3
al W7Q
v K Q Q-

Credit: https://jalammar.

github.io/illustrated-transformer/

a@m
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o

4 A |
Add & Norm 1L Y = LayerNorm(u + FFN(u))
- [ Encoder
o m— FFN(x) = Relu(x, W)W, + b
Fo”i’afd JTC € mimso 2 « Constant layer dimension: d,,,ge; = 512
W2 € R204’8deodel
| « Employs dropout to every sub-layer
NX Add & Norm JT— L= L NG 5 before norm and embedding layers
= Multi—Head—Attn(u))
Multi-Head ]
Attenton 44— Comprises of 8 Self-Attention
A 4 layers
]
Positional A R | | -
Encoding e
o vou o amm o N NN\
Embedding + + + a=20a \_/—\
emepDiNGs x| L[] x g —
I PE(pos,2:) = sin(pos/ 100002/ dmoser)
Inputs W : o st PE(pos,2i+1) = €08(pos/10000%/ dmocr

wo«
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U L M FIT — Universal Language Model Fine-tuning for Text Classification

» Key takeaways:
= Effective transfer learning for NLP (using LSTMSs)
* Introduces novel language model fine-tuning technigues
» Helps solve NLP problems with less data

Language
model

Language

model Classifer

awon
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E L M O — Embeddings from language models 0” ﬁafdvafk

Possible classes:

All Eng|ish words 10% Improvisation
¢ Key takeaways: 0% Eyzzyva
= Word embedding values Output ___
conditioned on context Layer

- Handles polysemy LSTM T r T
= Trained using BILSTM on next- "¢

word-prediction task

o o [ [ o oI o o 1]
LSTM () ) ¢
Layer #1 -w w w

Embedding [T T T] ITT

amon
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E L M O — Deep contextualized word representations

Embedding of “stick” in “Let’s stick to” - Step #2

1- Concatenate hidden layers
NN

T [T 1]

EEEEEEEN

2- Multiply each vector by T
LT

a weight based on the task
I < S
NN x s

LT TTTTT] X So

stick stick

3- Sum the (now weighted)
vectors

ELMo embedding of “stick” for this task in this context
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G PT Tran SfO rm e r — Generative Pre-Training

Text Task
* Setting the stage for multi-task NLP Prediction | Classifer
g g e \/
« Key takeaways: i
= Combining unsupervised pre-training with Transformers S A
- Building upon ULMFIT, ELMo - df ;

A

= The OpenAl Transformer
- Only Transformer decoders, trained on prediction and Layer Norm

classification $

12x —

- No encoder-decoder attention sublayer VPEP I
If ntion
- Remember: Transformer decoder masks future tokens =LA
- Note: Only a forward language model, not bidirectional —
= SOTA performance on GLUE benchmark Text & Position Embed

awon
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G PT Tran SfO rm e r — Generative Pre-Training

» Multitasking trick: Input transformations for various tasks

Classification Start Text Extract }' Transformer = Linear
Entailment Start Premise Delim | Hypothesis | Extract | | Transformer = Linear
Start Text 1 Delim Text 2 Extract | = Transformer
Similarity = Linear
Start Text 2 Delim Text 1 Extract | Transformer
Start Context Delim Answer 1 | Extract | Transformer (=~ Linear —
Multiple Choice | Start Context Delim Answer 2 | Extract | = Transformer = Linear {
Start Context Delim Answer N Extract | = Transformer | Linear —

ﬂwoﬂ
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BERT:

Bidirectional Encoder
Representations from Transformers

o)



Secret Sauce #1: Masked LM

empodang W1 w2 ] [ ws ] ws | (_ws ] + Before feeding word
= T T » L sequences into BERT,
[ Classification Layer: Fully-connected layer + GELU + Norm ) 15% Of th e Wor d S | n eaCh
[ l ) J | OT | OI | Jﬁ sequence are replaced
i i T i T with a [MASK] token
i ) * The model then attempts

to predict the original

Transiomer encoder value of the masked
N y words, based on the
Embedding | ! T T T context provided by the
[ "f J “T" J | "f )L """’}5” J “T' J other, non-masked,
wi w2 ws Wa Ws words in the sequence

awon
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Secret Sauce #2: Next Sent. Pred.

[MASK] [MASK]
/ / N\ 4 " 2

Input [CLS] 1 my || dog is [ cute ] [SEP] he [ likes H play 1 ##ing 1 [SEP]
Token
Embeddings E[Cl.S] Emy EIMASKI Ens Ecute E[S!EP] Ehe ElMASKl Eplay E"ing E[SEP]

4 o+ - -+ ke s Es + 4 Es -
Sentence
Embedding EA EA EA EA EA EA EB EB EB EB EB

+ + + + + 4 + + + + +
Transformer
Positional
Embedding B || B LB [ B || B[ B [[ B |[E |[B|[ B []|Euw
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Results: Surpassing Humans

Best Legacy Al B Human B BERT +27 .1
| |

+15.1

bps
bps
b +1.8 ;487
- bps =

Single Sentence Semantic Question Answer Sentence pair
Classif. (CoLa) Equivalence (QQP) (SQUAD) completion (SWAG)
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Thank you!
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