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What is a Hyperparameter

e Hyperparameter = algorithm parameter

|t affects how an algorithm behaves during model learning
process

* “Any decision an algorithm author can’t make for you™

aWS © 2019, Amazon Web Services, Inc. or its affiliates. All rights reserved
v‘7



Examples of Hyperparameters

Model:

Number of layers: 1, 2, 3, ...
Activation functions: Sigmoid, tanh, RELU, ...

Optimization:
Method: SGD, Adam, AdaGrad, ...
Learning Rate: 0.01 to 2

Data:
Batch Size: 8, 16, 32 ...

Augmentation: Resize, Normalize, Color Jitter, ...
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Optimizing Loss Function for a Model
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Hyper Parameters

lr= .001

momentum=. 9

dd=0.1

init=Xavier (mag=3.0)
‘sgd’

num layers = 3
dropout = .2, .5, .1

batch size = 64
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Optimizing Loss Function for a Model
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Hyper Parameters

lr= .001

dd=0.1
init=uniform()
‘adam’

num layers = 2
dropout = .2, .5

batch size = 128



Optimizing Loss Function for a Model
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Hyper Parameters

lr= .001

momentum=. 9

dd=0.1

init=orthogonal (scale=31.5)

‘1lbsgd’

I
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num layers
dropout = .2, .5, 0, .1, .., .2

batch size = 2000



Blackbox Optimization
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Grid Search

Sigmoid

REL
U

tanh
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Curse of Dimensionality

« In grid search the user specifies a finite set of values for each hyperparameter and then .
« Each hyperparameter increases degree of freedom and results in combinatorial explosion.
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Random Search

Grid Layout Random Layout
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Bergstra, Bengio. 2012. “Random Search for Hyper-Parameter Optimization”
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el-Based HPO
tomatic Model Training



Model Optimization

Optimize model-params: 6

0 = arg min f (4,0,D; D,,)
O6e®
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Hyperparameter Optimization

Optimize model-params: 6 Optimize model-params: 1*

- A" =arg mm Ecp,,p, y~pV (L, Ay, D¢, Dy)
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Bayesian Optimization
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Bayesian Optimization

https://ieeexplore.ieee.org/document/7352306
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Gaussian Process

o
Figure 7. Gaussian (Normal) Probabhility
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Gaussian Process - continued. ..

* . . . . .
Co-variance functions encode all assumptions about the form of function that we are modelling. In
general, covariance represents some form of distance or similarity.
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Gaussian Process for Model of Model Loss
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Gaussian Process for Model of Model Loss
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Gaussian Process for Model of Model Loss
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Covariant Function

« The mean function is usually
constant in Bayesian optimization

« The quality of the Gaussian
process Is solely dependent on the
qguality of the covariant function.

« A common choice is the Matren
5/2 kernel, with its
hyperparameters integrated out by
Markov Chain Monte Carlo
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Acquisition Function: Probability of Improvement
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Acquisition Function: Expected Improvement
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Using Acquisition Function
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Parallelism through Thompson Sampling
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https://www.cs.cmu.edu/~kkandasa/misc/automl-slides.pdf
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INn Amazon SageMaker



Automatic Model Tuning - workflow

Training Job

Clients Hyperparameter
(console, notebook, IDEs, CLI) Tuning Job

Training Job

Tuning strategy

Objective
metrics

Training Job

Training Job
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Automatic Model Tuning - architecture

adWs

\/7

Fully

-

P e I I T T T I e e e e e T e e e e e

Fetch Training

& Save Model Artifacts
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Factorization Maching

Regression/classifica
Principal Component
K-Means Clustering
XGBoost

DeepAR

And More

SageMaker built-in Algorif

ion
Analysis

hms

Training code

@Xnet ¥ Tensor

Q‘ Chainer
PYTHRCH

Bring Your Own Script (prebuilt containers

Bring Your Own Algorithm
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Input Mapping
Create a unit hypercube from all input hyperparameters

- Continuous — e.g. learning rate
- |ntegral — e.g. number of epochs

« Categorical — e.g. type of activation
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Thank you'

Cyrus Vahid
cyrusmv@amazon com




