Beyond Supervised Driving

Adrien Gaidon (twitter: @adnothing) Sudeep Pillai (twitter: @sudeeppillai)
Machine Learning Lead Research Scientist

Toyota Research Institute (TRI), CA, USA

TOYOTA

RESEARCH

)

© 2018 Toyota Research Institute. Public. 1



\ E‘t“ .‘\_ﬁ."\:h: .
. 1?:",. 3

Ve,
A7 SRR A T
i T J YVS SR |
- —

. . TOYOTA
© 2018 Toyota Research Institute. Public. RESEARCH




) RESEARCH


http://www.youtube.com/watch?v=T4S5gHUB7_Y&t=25

TRI Aims to Tran'sform the Human Condition

Safety Access Quality of Life
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e Self-Supervised Learning: SuperDepth
e Sim2Real adaptation: SPIGAN
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TO COMPLETE YOUR REGISTRATION, PLEASE. TELL US Credit: https://xked.com/1897/
WHETHER OR NOT THIS IMAGE CONTAINS A STOP SIGN:

ANSWER QUICKLY—0UR SELF-DRIVING
CAR IS ALMOST AT THE INTERSECTION.

S0 MUCH OF Al 15 JUST FIGURING OUT WAYS
TO OFFLOAD WORK ONTO RANDOM STRANGERS.

"Crowdsourced steering doesn't sound quite as appealing as self driving"
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https://xkcd.com/1897/

ROI-10D: Monocular Lifting of Learning to Fuse Things and Stuff
2D Detection to 6D Pose and Metric Shape
F Manhardt, W Kehl, A Gaidon J Li, A Raventos, A Bhargava, T Tagawa, A Gaidon
https://arxiv.org/abs/1812.02781 https://arxiv.org/abs/1812.01192
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https://docs.google.com/file/d/13nWtDkhnj-vCmbQvK31m7FPsNeM0ZBi8/preview
https://docs.google.com/file/d/1r0jcX1PET8P1LK0SffsIhMPL-zN-wnks/preview
https://arxiv.org/abs/1812.02781
https://arxiv.org/abs/1812.01192

Credit: Ed Olson, May Mobility

Whole human genome sequencing cost
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Exponential progress with current supervision is not enough.
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Why Beyond Supervised Driving?
D 2 YouTube

TOYOTA > 1 Ox
> 22PB/day* > 2.5 PB/day*
(100M cars, 95% parked) (400 hours/min HD)

ch Institute. Public. 9 ( TOYOTA
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http://www.youtube.com/watch?v=A8Ghy6tv14Q
http://www.youtube.com/watch?v=J---aiyznGQ

Supervised + Self-Supervised = Win!
—0

Supervised + Self-Supervised Learning —

A
Supervised Learning

Industry Giants

Deep Learning

} Quality Gap in Al products

Small and Medium size

Older algorithms companies

Performance
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Amount of dete labeled data + structured” unlabeled data

o Learning from labeled data Learning with labeled and

Image courtesy supervise.ly “structured” unlabeled data
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http://supervise.ly

e \Why Beyond Supervised Driving

e Sim2Real adaptation: SPIGAN
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Self-Supervised Learning at Toyota-scale

e SuperDepth: Self-Supervised Monocular Depth
O Exploit large volumes of unlabeled, structured camera data

O Training only requires unlabeled driving video data!

e Why MonoDepth?

o LIDAR: Expensive, Bulky

o (Cameras
m Rich semantic and geometric sensing
m Ubiquitous (2019 Toyota models)

Toyota Safety Sense 2.0
Camera

© 2018 Toyota Research Institute. 12 / TOYOTA
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SuperDepth

Self-Supervised,
Super-Resolved
Monocular Depth Estimation

Sudeep Pillai, Rares Ambrus, Adrien Gaidon
ICRA 2019 [arxiv + video]
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https://arxiv.org/abs/1810.01849
https://drive.google.com/open?id=1JjZYYwsqGz_2IpDOFtef3qpteBFUD5zS

Supervised Learning

Raw Data —P» Model —P» Predictions

Easy to acquire

Target
Value/Labels

Expensive / Difficult to
acquire
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Self-Supervised Learning

Raw Data Model —P» Predictions

Easy to acquire

Prior Knowledge

EEEEEEEEEEEEEEEEE



Monocular Depth Estimation

| Single RGB Imae Predicted Depth Image

MonoDepth
Network
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Self-Supervised Monocular Depth

MonoDepth

Left Network

Right

—P  Depth

Stereo
Camera

<= View Synthesis

C. Godard, O. Mac Aodha, and G. J. Brostow,
“Unsupervised monocular

depth estimation with left-right consistency,” GeometriC ConStraintS
CVPR 2017

© 2018 Toyota Research Institute. Public. 17 / TOYOTA
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Supervised Depth Learning Objective

HAD = arg minz Lp (1, ft; 0p)

Depth Model 9D ¢
Parameters

Lo(I, 1) = Lo(I, I) + M\ Lo(I) + Ao Lo(T)

/ | Occlusion

Photometric loss Regularization
via view-synthesis

Depth Regularization
(edge-aware depth smoothing)

@



Photometric Loss ++

e Multi-scale photometric loss is limited by resolution
e Super-resolve disparities — synthesize at high resolutions

Change in metrics with increasing resolution

—e— 92095

—e— § < 1.25%

—e— § < 1.25°

0.031

Resolution Matters : =
i i} . 0.021 |
for View Synthesis! : |
S 0.011

/
0.001

512x192 1024x384 1536x576 2048x768
Resolution

©-

Depth estimation accuracy increases
with increasing high-resolution
Abs. Rel, and log RMSE (lower is better
J ( ) /) TOYOTA
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Depth Super-Resolution

e Sub-pixel convolutions for disparity super-resolution (SP)

o Replace resize-convolutions [1] with sub-pixel convolutions [2]
o Improved photometric loss with finer details and crisp boundaries

Low-resolution image (input) n, feature maps ., feature maps r? channels High-resolution image (output)
: ﬁ.._._ 3374'1,”'7—\:,":'.:":' i‘* =
CET ] e T HHH LTI ] =
{ | = = E| | 'l‘ 3 t 2-?:'_le ‘ - o |
HH el Hes e
| J
Hidden layers Sub-pixel convalution layer

Figure 1. The proposed efficient sub-pixel convolutional neural network (ESPCN). with two convolution layers for feature maps extraction,
and a sub-pixel convolution layer that aggregates the feature maps from LR space and builds the SR image in a single step.

A. Odena, V. Dumoulin, and C. Olah, “Deconvolution and checkerboard artifacts,” Distill, vol. 1, no. 10, p. e3, 2016.

W. Shi, J. Caballero, F. Husza'r, J. Totz, A. P. Aitken, R. Bishop, D. Rueckert, and Z. Wang, “Real-time single image and video super- resolution
using an efficient sub-pixel convolutional neural network,” CVPR 2016
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2
0 RESEARCH INSTITUTE

© 2018 Toyota Research Institute. Public.



Depth Super-Resolution

e Sub-pixel convolutions for disparity super-resolution (SP)

o Replace resize-convolutions with sub-pixel convolutions

© 2018 Toyota Research Institute. Public.

Input
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; Skip Nearest Neighbor Subpixel
Convolution Connections Feature UpConvolution Convolution
Blocks

Modified DispNet Architecture
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Bonus: Differentiable Flip Augmentation

e Differentiable flip augmentation (FA)
o Differentiable FA using STNs [3] for trainable occlusion handling
o End-to-end trainable network without boundary artifacts

Priors learned by model due to occluded boundaries
in fronto-parallel stereo case

=)

: Spatial Fused left
| Left. Fllpped !_eft Transformer
Disparity Disparity Network

M. Jaderberg, K. Simonyan, A. Zisserman, et al., “Spatial transformer networks,” NIPS 2015
C. Godard, O. Mac Aodha, and G. J. Brostow, “Unsupervised monocular depth estimation with left-right consistency,” CVPR 2017

© 2018 Toyota Research Institute. Public. 22 / TOYOTA
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Disparity Estimation Performance

Method

Resolution Dataset Train Abs Rel Sq Rel RMSE RMSE log § < 1.25 § < 1.25% § < 1.25°

UnDeepVO [ ']
Godard et al. []
Godard et al. []
Godard et al. [ ]
Ours

Ours-SP
Ours-FA
Ours-SP+FA

416 x 128
640 x 192
640 x 192
640 x 192
1024 x 384
1024 x 384
1024 x 384
1024 x 384

K
K
CS+K

AAANANR

nurnunonownnonvnn

0.183
0.148
0.124
0.115
0.116
0.112
0.115
0.112

573
1.344
1.076
1.010
0.935
0.880
0922
0.875

6.57
3927
5511
5.164
5.158
4.959
5.031
4.958

0.268
0.247
0219
0.212
0.210
0.207
0.206
0.207

0.803
0.847
0.858
0.842
0.850
0.850
0.852

0.922
0.942
0.946
0.945
0.947
0.948
0.947

0.964
0.975
0.974
0977
0.977
0.978
0.977

Depth Estimation Results on the KITTI 2015 Benchmark

Sub-pixel convolutions (SP), Differentiable Flip Augmentation (FA)
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Qualitative MonoDepth Performance

© 2018 Toyota Research Institute. Public. / TOYOTA

\ RESEARCH INSTITUTE




Qualitative Comparison to State-of-the-Art

SuperDepth MonoDepth [1]
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Bonus: We can also recover long-term,
scale-aware camera ego-motion from a
single camera!

[1] C. Godard, O. Mac Aodha, and G. J. Brostow, “Unsupervised

SuperDepth reconstruction is able to monocular depth estimation with left-right consistency,” CVPR,
capture fine details, and boundaries 2017
© 2018 Toyota Research Institute. Public. 25 7 TOYOTA
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https://docs.google.com/file/d/1unmSdUGWkVQFXFPZs0FrqRxzH2cebhK4/preview
https://docs.google.com/file/d/1FZK4AXoT1TW3KDs-fmHlWDXIA7Wek3D-/preview
https://docs.google.com/file/d/1SarChxrZ6HXqZmioNkM1eIADCm45hnr3/preview
https://docs.google.com/file/d/1sPk7ceJNJmJ6xklC4UcJFyKhs668pr-k/preview
https://docs.google.com/file/d/1e6nKybnLpoW6RlsEvU8pTa6T9W3Gw2L1/preview
https://docs.google.com/file/d/1l0j_B0DoufaLbuVqW7TtrotYU6GSJISK/preview

e \Why Beyond Supervised Driving
e Self-Supervised Learning: SuperDepth
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http://www.youtube.com/watch?v=T4S5gHUB7_Y&t=600

SPIGAN

Privileged
Adversarial Learning
from Simulation

Kuan Lee, German Ros, Jie Li, Adrien Gaidon
ICLR 2019 [arxiv]
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https://arxiv.org/abs/1810.03756

Learning Using Simulator Privileged Information

Virtual Worlds Qgs Proxy for Multi-Object T i e Analysis
A 4V ok

Gaidon et al, "Virtual worlds as proxy for
1 : . multiobject tracking analysis.", CVPR'16

suseu. [ Ros et al, "The SYNTHIA Dataset:

Fence

vegetation | S 3 A Large Collection of Synthetic
Marking Images for Semantic Segmentation
= of Urban Scenes", CVPR'16

Sign
Pedestrian
Cyclist

Semantic Instance Vertical Horizontal
RGB Segmentation Segmentation Depth Map Optical Flow Optical Flow

de Souza et al, "Procedural Generation of Videos to
Train Deep Action Recognition Networks.", CVPR'17

r
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Network Architecture

[ real / fake ]
rllllllli‘lllll“‘lllw i I |
g X (synthetic) J ( G W L X7 (fake) J l) ‘—{ Xr (real) ]
-l Vs (label) I }

t

sampling
l

Zs (privileged info.)

© 2018 Toyota Research Institute. Public. 31 \ ) TOYOTA§|1UTE
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Minimax Learning Objective

min max algan + B8Lr +~vLp + 5£perc (1)
eGaeTaOP OD /

privileged

: regularization
adversarial loss

task loss perceptual regularization
(this is what we care about) (self-regularization)
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Experiments: Synthia — Cityscapes+Vistas

L

: - O g - = ch

- Q = Q .

s 55| 8 |lg| 5|52 %

Method = S S = 7 = > = Z.

FCN Source (Cityscapes) | 79.6 | 51.0 | 8.7 | 29.0 | 50.9 | 3.0 | 31.6 | 36.3 —
SPIGAN-no-PI (Cityscapes) | 90.3 | 582 | 6.8 | 358 | 69.0 | 9. 52.1 | 46.0 || 0.16
SPIGAN (Cityscapes) 912 | 664 | 96 | 568 | 71.5 | 17.7 | 60.3 | 53.4 || 0.09

FCN Source (Vistas) 61.5 | 408 | 104 | 533 | 65.7 | 16.6 | 304 | 39.8 —
SPIGAN-no-PI (Vistas) 530 | 308 | 3.6 | 146 | 53.0 | 5.8 | 26.9 | 26.8 || 0.80
SPIGAN (Vistas) 74.1 | 47.1 | 6.8 | 43.3 | 83.7 | 11.2 | 42.2 | 44.1 || 0.42

Table 2: Semantic Segmentation results (per category and mean IoUs, higher is better) for SYN-
THIA adapting to Cityscapes and Vistas. The last column is the ratio of images in the validation set
for which we observe negative transfer (lower is better).

S ) TOYOTA 33
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Experiments: Synthia — Cityscapes

(a) Target images

(b) SPIGAN-no-PI

(c) SPIGAN

(d) Ground truth
© 2018 Toyota Research Institute. Public TOYOTA§4UTE
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Experiments: Synthia — Cityscapes
‘ g o "

(a) Source images

(b) SPIGAN-no-PI
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(c) SPIGAN




(a) Target images

(b) SPIGAN-no-PI

(c) SPIGAN

(d) Ground truth labels
© 2018 Toyota Research Institute. Public. 36 ( ) TOYOTA §ﬁum
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Experiments: Synthia — Vistas

(a) Source images
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(c) SPIGAN

© 2018 Toyota Research Institute. Public. 37 \ ) TOYOTAQZUTE
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Experiments: negative transfer

© 2018 Toyota Research Institute. Public.

negative transfer cases

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

M PixelDA ® CycleGAN+FCN = SPIGAN

0.80 .79

0.42

0.16
0.15

Cityscapes Vistas

Dataset

38
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Beyond Supervised Driving at TRl

e Why? Need all the data for true autonomy

e SuperDepth: Self-Supervised, Super-Resolved
Conclusion Monocular Depth Estimation

e SPIGAN: Unsupervised sim2real adaptation

using privileged information from the simulator

Learning from Unlabeled Data
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