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Mute Background Noises



Voice Quality with Deep Learning

e Mute Background Noise
e Mute Everyone Except Me
e Remove Room Echo

e High Resolution Voice Everywhere



Real-Time Noise Suppression
with Deep Learning



Traditional Noise Cancellation

-Requires 2-4 mics
-Runs on edge device

-Cancels only limited noises

-Outbound only



Deep Learning powered Noise Cancellation

Train krispNet -No dependency on mics
Deep Neural Network

- Bi-directional
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-Cancels all noise types

Data A Data B

.

-Runs everywhere - on device
and in the cloud

Background Clean Human
Noises Speeches



How to Measure
Voice Quality?



Industry Standards

- Academia - PESQ, Subjective
- Industry - BQUEST (Speech MOS, Noise MOS, Global MOS)

- Skype Audio Test and 3GPP TS 26.131 specifications
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Audio Lab
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Loudspeaker arrangement in standard off

Figure 2

11



3,5

S-MOS-LOQ,,
230 2

2,9

N-MOS-LOQ,,
223 ,

1,5

Processing Mode Comparison AMR-WB

M2 V13 ' V12 M3

Handset HFT 30cm

S-MOS-LOQ,, = 34

m S-MOS-LQO
m N-MOS-LQO

G-MOS-LQO

N-MOS-LOQ,, 2 2.3







App for Mac

ONE BUTTON, NO NOISE.

Mute the background noise during your calls
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Seamlessly Integrates
iIn Conferencing Apps

Supports any
Microphone or Headset
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krisp.al
Best Product in Audio/Voice 2018
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Training and Inference
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Training Process

®

Distinct Noises Clean Voices

Feed Clean Voices
to the output of DNN

» B0

Synthetic Noisy Speech

Feed Noisy Speech
to DNN and train
on GPUs

19



Training Data

- 2K distinct speakers - gender and age diverse distribution

- >10K distinct noises - babble, construction, traffic, cafeteria,
office, etc

- 2000+ hours

20



Training on GPUs

- All in Python
- Distributed TensorFlow
- Multiple in-house NVIDIA 1080ti. Takes a full week.

- p2.16xlarge in AWS. 16x NVIDIA K80
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Inference

- Supports NVIDIA, Intel and ARM platforms
- All in C/C++. Sometimes ASM
- Smaller network (5x boost with some quality penalty)

- TensorRT boosts ~2x
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Moving to the Cloud



Server-side Noise Cancellation

VoIP Service
Provider

Suppress Noise
for both call lines here
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Latency Constraints

&

200ms end to end latency

Codecs and other DSP (10-80ms) Network (varies)

DNN Compute ( < Sms)

DNN Algorithmic (15ms)

< 20ms
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How do you scale to 100K+ concurrent
streams with such latency constraints?

Ex. Discord processes 2.5M
concurrent audio streams
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CPU Servers

less costly

27



Scalability with Batching

Audio Stream 1
_—

Audio Stream 100
#

Audio Stream 1
—_—

Audio Stream 100
+——

Input Batch

Batch Result

FrameN

Run DSP (e.g. FFT) and ML (e.g.
matrix muit) operations on GPU
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Ultimate Quality

Audio Frame

Remove Noise

Remove Room Echo

DMmSs

Expand Voice HD

J
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Ultimate Quality Audio Frame



Maximum Quality and Scale with
NVIDIA Tensor Cores
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TensorRT is pretty awesome
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T4 and V100 are both awesome
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Key Takeaways

1. Voice Quality Enhancement is moving to the Cloud
2. For large scale deployments we need GPUs

3. T4 and V100 GPUs are most efficient for this
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Thank You!
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