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Clustering took 0.02 s
Prediction Sentiment Class by Distance
P 2 Ne N ear_Opinion Mixed_Opinion

Current
prediction:

no_clear_opinion

Annotated 8.0000+4
sentiment:

positive

Confidence
Score:

0.698914




The Challenges

It crashed every day

HARLEY-DAVIDSON
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Athena

Core Representations do heavy lifting
Task models are lightweight
Task models focus on task - not NLP

CoreText CoreCust

How do we deliver Al-based features fast?
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CoreText in Action
Finding Suggestions

# Comments to Find 10 Suggestions:

English : 6, 25
Portuguese : }G({ 13
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2000 Portuguese Suggestions
+ CoreText + Linear Model

15x reduction in Portuguese
7x reduction in English

Benefit from any annotation in any language
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The Recipe

\V/VOFd Add an Mix in Cook on Season
ectors Encoder Training Task High to Taste
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Language Model Place on GPU and
BIiLSTM Entailment train until ready, |
GloVe Transformer Translation stlrrlng data Fine-
Numberbatch ~ CNN + Attention Others... occasionally Tune
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Performance Metrics



’ Support all current and future models
What's _
All models automatically support same set of

our languages

= - Models can be built using low volumes of
ObJ ECtlve annotated data
P
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Performance Metrics

Traditional - Research Focus

SentEval
GLUE

Task Type
MR movie review
CR product review
SUBJ subjectivity status
MPQA opinion-polarity
SST binary sentiment analysis
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Medallia’s Strategy



Multi-task Learning with Composable Models

Abstraction of tasks and encoders
Allow a single encoder to be shared and updated by many tasks

Easily experiment with new combinations of tasks and encoder styles

Task Scaffolding -
Discardable

Encoder Model - Persisted

Task X: English Training
Data

— Task X Model
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Training Cycle

Task 1 Data

Task 1 Objective

I—Mxm.s—.l

Task X: Training
Loss

Encoder Model - Persisted

Task X Model s

Task 2 Data Task 2 Objective

:
:

Tosk X Model _

Task 3 Objective

Task X upn--—l

Task X: Trainng
Loss

Evaluation Ta:
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Results
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Validating Multitask Learning

Difference from Mean on SentEval Tasks

Sentiment

Classification

Overall

-0.6%

Relatedness
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Validating Multitask Learning

Difference from Mean on SentEval Tasks

Classification

AN

Relatedness

Entailment

3.0%

Relatedness

Overall

2.2%

Sentiment

A

Classification
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Validating Multitask Learning

Difference from Mean on SentEval Tasks

Overall

3.0%

Classification Relatedness

Sentiment Entailment

Classification Relatedness

0.0%

Relatedness Classification
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Next Steps

Experiment, Experiment, Experiment

B ¢ LA -
VY y . ¢
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Leverage Pre-trained Integration with

Model Feedback Loop Embeddings Context
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First-Hand Learnings

Multi-task Multi-lingual Approach

e Multilingual embeddings can replace model-per-language approach
e Introducing data in one language can improve performance in other languages, even

when the task in those languages is also different

Design Decisions

e Sentiment prediction as a training task can work

e Multi-task learning by swapping is simple and
effective

e Efficient experimentation is essential

e Latest-and-greatest not always best for you

& MEDALLIA

Encoder per language is a GPU memory
hog

We're getting near 100% GPU utilization
with shallow LSTMs
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Our GPU vs CPU Experience

. 14x training speedup for LSTM-based Encoder on single V100

. 20xInference speed (600

=

NVIDIA.
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0 phrases/sec)
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Please leave Feedback Through App

To learn more about Medallia visit
www.medallia.com



