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OUTLINE

1.Text to Speech Synthesis

2.Tacotron 2

3.WaveGlow

4.TTS and TensorCores



3

TEXT TO SPEECH SYNTHESIS (TTS)
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USD Billions

Global TTS 
Market Value 1

2016 2022
Apple

Siri
Microsoft

Cortana
Amazon

Alexa / Polly

Nuance

Vocalizer
Google

TTS

1 https://www.marketsandmarkets.com/PressReleases/text-to-speech.asp

Human to ? Interaction
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APPLICATIONS OF TTS

Smart Home Devices Audio Books

Video GamesSelf-Driving CarsVocaloids

Health Care
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TEXT TO SPEECH SYNTHESIS
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SPEECH SYNTHESIS: THE VODER 1939
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PARAMETRIC SPEECH SYNTHESIS

Pneumatic speech synthesizer developed 

by von Kempelen in 1791.

Voder speech synthesizer developed

by Homer Dudley in 1939.
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CONCATENATIVE TTS SYNTHESIS

First practical application in 1936: 
British Phone companyôs Talking Clock
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CONCATENATIVE TTS SYNTHESIS

https://wezs.com/~danguy/monguy/TTS.html

Å Requires collecting speech units

Å Requires designing cost heuristics
Å Requires acoustic processing
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PARAMETRIC (DEEP LEARNING) 
TTS SYNTHESIS

for - ty per - c
-

of aent

Text Input

Forty percent of a 

Audio Output

Deep Learning



11

DEEP LEARNING TTS SYNTHESIS

Linguistic or Acoustic features

for - ty per - c
-

of aent

Text Input

Forty percent of a 

Audio OutputX

1º 2º



12

OUTLINE

1.Text to Speech Synthesis

2.Tacotron 2

3.WaveGlow

4.TTS and TensorCores
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TEXT TO (MEL) SPECTROGRAM 
WITH TACOTRON

Tacotron

CBHG:
Convolution Bank (k=[1, 2, 4, 8é])

Convolution stack (ngram like)
Highway

bi-directional GRU

Tacotron 2

Location sensitive attention, i.e. attend to:

Memory (encoder output)

Query (decoder output)
Location (attention weights)

Cumulative attention weights (+= )
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Implementations
https:// github.com/NVIDIA/tacotron2/
https://github.com/NVIDIA/OpenSeq2Seq/

Deep Learning Framework and Libraries
ðPyTorch
ðTensorFlow
ðNVIDIAõs Automatic Mixed Precision

Training Setup
ðNVIDIAõs Tesla V100
ðGood results in less than a day starting fresh
ðGood results in a few hours warm-starting

https://github.com/NVIDIA/tacotron2/
https://github.com/NVIDIA/OpenSeq2Seq

