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Good afternoon ð my name is Lars Bishop, and Iõm an engineer with NVIDIAõs 

Developer Technologies group.  This afternoon, Iõm joined by two of my colleagues, 

Chris Cowan from NVIDIA and Meekal Janshoshek from Capturing Reality, and we will 

be discussing a range of topics of interest to Photogrammetry in games.  Specifically, 

Chris will start with an artistõs view of applying photogrammetry to a games pipeline, 

and some guidelines that have worked for him in practice.  Then Meekal will focus on 

reconstruction software itself, showing how his companyõs tool, Reality Capture, can 

generate detailed models from photos.   
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Heõll also provide some tips on using reconstruction software more effectively, based 

on a better understanding of how each step actually works in the tool.  Heõll close 

with how Capturing Reality is working to make photogrammetry easier to integrate 

into game pipelines.  Then, Iõll be coming back to discuss a programmerõs view of the 

pipeline and how to choose integration methods to connect the various tools.  Iõll 

finish up by showing examples of pipeline integration, integrating Reality Capture 

directly into the Unity game engineõs editor in a few different ways.  So letõs get 

started by defining a few thingsé 
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For many of you, this part is extreme review, but it will set a framework for what  we 

consider òthe pipelineó.  Basically, we start with taking photos; a whole lot of them, 

most likely.  Anywhere from a few dozen to thousands upon thousands depending on 

the object being reconstructed, and the detail level we want in the end.  Those 

photos generally need a little cleanup or adjustment.  
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Then we feed them into a photogrammetry tool, which matches features in the 

images, figures out where the cameras were and what they were looking at, and 

generates a very high density geometric model.  It also generates either per -vertex 

colors or an even higher density set of textures.  Now, for non -gaming uses, that may 

be the end of the pipeline, but in games weõre picky about the models and textures, 

so weõll generally end up decimating the model, cleaning up the mesh and the 

textures, and then passing the asset off to the team for use in the game.  Each of 

these steps will get some more attention several times in this session.  
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A key thing to consider when approaching any software tool is to know who forms the 

CURRENT main market for that tool: they naturally drive the feature sets and 

expectations for that tool.  We have to remember as game developers that weõre 

relative newcomers to a field that, in all honesty, isnõt all THAT new.  I actually did 

some work with stereo reconstruction in grad school in the mid 1990s and even then 

it was well established.  The classic drivers of this market are remote sensing for 

cartography and intelligence analysis; stereo photography was used in world war two 

as an early form of 3D reconstruction.  
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Much more recently, film studios have used it for scene reconstruction for about two 

decades.  <CLICK> Also, museums and archaeologists use it to non-invasively recreate 

and catalog fragile or immovable treasures for research and exhibition purposes.  

Most of these results are focused on dense geometric quality, rather than real -time 

visual results.  Obviously, weõre focusing TODAY on the NEWcomer, gaming; so weõre 

still going to have to pre - and post-process the data.  
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So, if other markets have been using  photogrammetry for quite a while, why the push 

for games applications now?  We see it as the intersection of several trends.  First, 

the demand for realism, detail and EXPANSE in games has continued unabated for 

several decades now.  In addition, games continue to require more and more organic, 

and real-world locales.  And game schedules and budgets canõt keep growing.  Those 

are major drivers of desire.  
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On the other end is the advancing technology.  Thanks to GPU computing, the fact 

that photogrammetry is computationally expensive, image -based, data-heavy, and 

massively parallelizable means that leaps in performance on the order of 

MAGNITUDES rather than FACTORS is possible.  Finally, the availability of compute-

capable GPUs everywhere means that NVIDIAõs CUDA and other languages are 

available on any game dev PC.  Reality Capture and AgiSoft, among other tools have 

taken advantage of that, optimizing for, or even solely focusing on CUDA -based GPU 

algorithms.  
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While weõll discuss other methods in passing today, our concept of photogrammetry 

for  this session involves mainly; on-site capture, rather than in -studio, scanner-style 

capture.  Visible light capture, i.e. photos, not laser scans or special IR projector 

systems.  The registration of cameras via image processing, and not via fixed cameras 

screwed into pre -calibrated rigs.   And of course, weõll focus on the generation of 

high-res models in GPU-based software, along with simplification and processing to 

focus on real-time models.  
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Just about any of us who have tried photogrammetry personally for the first time 

have this dream; I know I did when I first attempted it.  We figured weõd take our 

favorite camera, maybe even just a cell phone, <CLICK x2> walk around the desired 

location, lackadaisically shooting pictures from what seemed like the right locations.  

Weõd stand up normally like we were shooting vacation photos until we got bored, 

and then <CLICK x2> take the photos back to our desk and <CLICK x2> expect to have 

a nice, textured game -ready model pop out.  
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