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Where we’re going...

*Defining Photogrammetry (PG) as we’ll discuss it
*The challenges
*An experienced artist’s view
*Hardware, Tools, Pipeline
*Reality Capture
*New features, licensing, pipeline integration
*Scripting, SDKs and integrations

*Near-term future pipeline options

Good afternoondmy name is Lars Bishop, and |1 dm an er
DeveloperTechnol ogi es group. This afternoon, | O
Chris Cowan from NVIDIA andMeekal Janshoshekfrom Capturing Reality, and we will
be discussing a range of topics of interest to Photogrammetry in games. Specifically,

Chris will start with an artistds view of aprtg
and some guidelines that have worked for him in practice. Then Meekal will focus on
reconstruction software itself, showing how F

generate detailed models from photos.
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Hed6l |l also provide some tips on using reconst
on a better understanding of how each step ac
with how Capturing Reality is working to make photogrammetry easier to integrate

into game pipelines. Then, I 61 | be coming b
pipeline and how to choose integration metho
finish up by showing examples of pipeline integration, integrating Reality Capture

directly into the Unity game enginebds editor
started by defining a few thingsé
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How does it wok?

Get Images A lot of them... Prep them

Generate model and texture

Happiness,

S N —_— Peace
and Love

&
Clean up model Clean up texturing

GOC ameworks.nv L <ANVIDIA

For many of you, this part is extreme review, but it will set a framework for what we
consider o0the pipelineo. Basically, we start
most likely. Anywhere from a few dozen to thousands upon thousands depending on

the object being reconstructed, and the detail level we want in the end. Those

photos generally need a little cleanup or adjustment.
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Then we feed them into a photogrammetry tool, which matches features in the

images, figures out where the cameras were and what they were looking at, and

generates a very high density geometric model. It also generates either per -vertex

colors or an even higher density set of textures. Now, for non -gaming uses, that may

be the end of the pipeline, but in games wedr
so wedll generally end up decimating the mode
textures, and then passing the asset off to the team for use in the game. Each of

these steps will get some more attention several times in this session.
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Who uses it?

*Museums / Archaeologists

Cartographers

*Intelligence Agencies

*Film / Video Production Studio 727 htt

*Our focus: Game Developers!

<A NVIDIA

A key thing to consider when approaching any software tool is to know who forms the
CURRENT main market for that tool: they naturally drive the feature sets and
expectations for that tool . We have to rem
relative newcomers to a field that, in all
some work with stereo reconstruction in grad school in the mid 1990s and even then

it was well established. The classic drivers of this market are remote sensing for

cartography and intelligence analysis; stereo photography was used in world war two

as an early form of 3D reconstruction.

er
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Much more recently, film studios have used it for scene reconstruction for about two

decades. <CLICK> Also, museums and archaeologists use it to nofinvasively recreate

and catalog fragile or immovable treasures for research and exhibition purposes.

Most of these results are focused on dense geometric quality, rather than real -time

vi sual results. Obvious!| WEWcoref r gamoo g si 8 g WE
still going to have to pre - and post-process the data.
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Why now?

*Demand for realism in games:
*More detail, realism, organic look
*On schedule...
Available GPU compute power:
*Requires lots of memory (images)
*Requires tons of computation Ten24 http://ten24.info
*Massively parallel

*Reality Capture and AgiSoft support CUDA:

« Several pipeline stages use optimized, multi-GPU CUDA code.
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So, if other markets have been using photogrammetry for quite a while, why the push

for games applications now? We see it as the intersection of several trends. First,

the demand for realism, detail and EXPANSE in games has continued unabated for

several decades now. In addition, games continue to require more and more organic,
andreallwor I d | ocal es. And game schedul es and
are major drivers of desire.
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On the other end is the advancing technology. Thanks to GPU computing, the fact

that photogrammetry is computationally expensive, image -based, data-heavy, and

massively parallelizable means that leaps in performance on the order of

MAGNITUDES rather than FACTORS is possible. Finally, the availability of compute
capable GPUs everywhere means that NVI DI AGSs
available on any game dev PC. Reality Capture and AgiSoft, among other tools have

taken advantage of that, optimizing for, or even solely focusing on CUDA -based GPU
algorithms.
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What do we call “Photogrammetry”

*On-site capture

*Photo-based

+Single, independent (movable) camera

*GPU/CPU-hybrid model/texture extraction, e.g. Structure-from-Motion

Simplification/Post-processing into game assets

<A NVIDIA.

While we 6 | | di scuss other methods in passing tod
for this session involves mainly; on-site capture, rather than in -studio, scanner-style

capture. Visible light capture, i.e. photos, not laser scans or special IR projector

systems. The registration of cameras via image processing, and not via fixed cameras

screwed into pre -calibratedrigs. And of <cour s e, thegendidtidnoff ocus on
high-res models in GPUbased software, along with simplification and processing to

focus on real-time models.
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Just about any of us who have tried photogrammetry personally for the first time

have this dr eam; I know | did when | first at
favorite camera, maybe even just a cell phone, <CLICK x2> walk around the desired

location, lackadaisically shooting pictures from what seemed like the right locations.

Wedd stand up normally | ike we were shooting
and then <CLICK x2> take the photos back to our desk and <CLICK x2> expect to have

a nice, textured game -ready model pop out.
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