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Introduction

ADirectX 12 is here to stay
AGamesdo now support DX12 & many engines are transitioning to DX12
ADirectX 12 makes 3D programming more complex
Asee DX12 Dods & Dondts in developer section
AGoal for this talk is to é
AHear what talented developers have done to cope with DX12

ASee what developers want to share when asked to describe their DX12 story

AGain insights for your own DX11 to DX12 transition
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Thanks & Credits

ACarl Johan Lejdfors Technical Director &
Daniel Wesslen Render Architect - Massive

AJonas Meyer Lead RenderProgrammer &
Anders Wang Kristensen Render Programmer - lo-Interactive

ATiago Rodrigues 3D Programmer- Ubisoft Montreal
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Before we really start

AThings wedll be hearing about a | ot

Aviemory Managment

ABarriers

APipeline State Objects

ARoot Signature and Shader Bindings
AMultiple Queues

AMulti threading

| f you get a chance check out ta&rdheDADZ amrceede rGtr atpiho rc sf rTem h
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X TOMCLANLCY'S

HEovISioN from MNSSIVE

\ MASSIVE ENTERTAINMENT | A UBISOFT STUDIO

fSnowdrop Engine snow drop

ADeveloped in-house to support The Division

AScalable & multi -threaded

AHas a strong focus on great performance and | \
fast iteration times

AMom CI| ancBivisien The

AAn always online, coop game in a modern day setting
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The Division DX12 - Agenda

AAsynchronous Queues

AMemory Management

APipeline State Objects
AShaderModel 5.1 Resource Binding
AMulti threading

MMiscellaneous
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The Division DX12 : Asynchronous Queues

ACompute Queue

ANice cross vendor speedup
AOn average 5%
AAsynchronous workload mostly resolution-independent (tuned for 1080p)

ADiminishing returns as resolution increases

_ Shadow maps, G-buffer, post fx &
GraphicsQueue

Motion vectors, histogram, GlI, ray marched VolumeFoq, W isrmd i S=n. .0 W artic
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The Division DX12 : Asynchronous Queues

AThe engine uses 3 Copy Queues

CopyQueuel High frequency copies from upload to default hea
CopyQueue2 Asynchronous streaming of mip map data

Data initialization during resource creation

CopyQueue3d

AMultiple copy queues ease engine thread synchronization
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The Division DX12 : Memory Managment

AAfter DX12 bring-up, MemoryManagmentimprovements increased performance most
£AOne type of CB accidentally allocated as committed resource

ACaused memory fragmentation => intermittent stuttering
ASub-allocation from a larger heap (as intended) improved performance by ~ 15%

AUsed GPUViewto detect this
ANot overcommitted on memory

ASawa huge amount of copies from outside the game process
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The Division DX12 : Memory Managment

ATuning which resources to allocate from which heap added >2%perf

Alncluded adjusting rules for where to allocate placed resources

Multiple Heaps _ Multiple
for non-RT Multiple heaps heaps with
Heapl Heap?2 textures for buffers large buffers
Buffers (no
Temp RTs Temp non-RTs non-RT (Iiuffers hazard traékin
. : azard s)

of any size of any size textures tracking) <=8 MB

on direct queue On:ﬁg};me <=16 MB <=8 M% suballocated
from large

buffers
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The Division DX12 : Memory Managment

ATypically frequently -updated-and-rarely-read buffers are placed on the upload heap

AConstant Buffers

ADynamic VBs, ¢é
ATurns out this strategy is not optimal for The Division

A Copying data from the an upload to a default heap generates a nice speedup > 1%
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The Division DX12 : Pipeline State Objects

AMuckily OoOShader State Objectod6 concept wa-:

AMapped nicely to DX12 PSO after some small extension work
AMost PSOs get precreated when the game starts and during streaming

ASupport to skip rendering objects for O0missi

AEnded up restructuring mesh queuing and rendering to reduce # of PSO changes
AUnifying all equivalent artists created render states

ASaved >= ~15% CPU time (Better batching)
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The Division DX12 : SM 5.1 Resource Binding

Index CB Diffuse DT Normal DT
AUnbounded descriptor tables simplify many things Diffuse
Normal
AAllows to store all local material indices in one CB
AMakes mesh rendering very efficient on the CPU

AOnly VB,IB and a single root CBV changed per PSO change

sample_| r5.w, r7.xyxx, yzwx, s1[14], I(0)

ADuring streaming updated textures are placed at the same table index

ADescriptor heap with texture descriptors triple buffered to prevent race conditions

G@C www.gameworks.nvidia.com <ANVIDIA.
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The Division DX12 : Multi threading

ADX12 finally allows multi -threaded submission and recording

AOne thread per queue type (Direct, Compute, Copy)
Arecording more complex command lists and submitting work
ACommandlist recording runs on all cores

A43 tasks dable to run on as many threads
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The Division DX12 : Miscellaneous

ASM 5.1and / all_resources_bound Shadercompiler flag improve perf by ~1.0-1.5%
ANo change in shader code necessary
AEnables less conservative code generation for texture accesses

/8N0t NEeW: check https://blogs.msdn.microsoft.com/marcelolr/2016/08/19/understanding -all_resources_bound-in-hlsl/

Texture2D<float4> t@; mov ro.xyzw, 1(e,0,0,0) ld r@.xyzw, 1(@, ©, ©, @), TO[0].xyzw
uint count; mov rl.x, 1(@) mov rl.xyzw, 1(©,0,0,0)
loop mov r2.x, 1(@)

float4 main() : SV_Target { uge rl.y, ril.x, cBe[e][e].x loop

float4 result = @; breakc_nz ril.y uge r2.y, r2.x, CBe[e][e].x

for (uint i = ©; i < count; ++i) { 1d r2.xyzw, 1(@, ©, ©, @), Te[e].xyzw breakc_nz r2.y

result += te[float2(e,0)]; add r@.xyzw, ro.xyzw, r2.xyzw add rl.xyzw, ré.xyzw, rl.xyzw
} iadd ri.x, ri.x, 1(1) iadd r2.x, r2.x, 1(1)
return result; endloop endloop

} mov 0@.Xyzw, re.xyzw mov 00.Xyzw, rl.xyzw

Code snippets from: https://blogs.msdn.microsoft.com/marcelolr/2016/08/19/understanding -all_resources_bound-in-hlsl/
G@C www.gameworks.nvidia.com SANVIDIA.
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Anvil Next Engine from Ubisoft

AUsed in Assassin's creedseries
Anitial Onapgveodo port revealed a number of

Alnefficient Barriers
AHitching on PSO creation

AMemory over-commitment

This is a condensed version of Tiago Rodriguestalk OMovi ng t o Di r ect X da&checkoutehs fello vessionL e ar

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine from Ubisoft

ARe-designed to get the best out of DX12

1.

2
3
4.
5

GOC

Minimize and batch resource barriers

Take full advantage of parallel CMD list recording
Use precompiled render state to minimize runtime
Minimize memory footprint

Make use of the several GPU queues

www.gameworks.nvidia.com

work
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Anvil Next Engine - Agenda

AAutomatic Resource Tracking
ABarriers

AShaderBindings

APipeline State
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Anvil Next Engine o Resource Tracking

A Engine code explicitly defines a dependency graph

A Each pass/producer defines which resources are needed and in which state

GPU Queues:

Producers:

Dependencies M

GPU execution order:

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine o Resource Tracking

A Engine tracks resource dependencies automatically

A Analyzes graph dependency graph between GPU producers & consumers

Explicit dependencies:

e B e e md | . resource write

] : producer & :resource read

. resource

— 1

— 1 Derived dependencies:

: execution order

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine o Resource Tracking

A Engine tracks resource life times automatically

Explicit dependencies:

e e B e Ee | . resource write

7] : producer & :resource read
EEmm : resource
Derived dependencies:
: execution order

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine o Resource Tracking

A Engine tracks resource life times automatically

A Engine uses life times to determine options for memory reuse (placed resources)

Explicit dependencies:

e e B e Ee | . resource write

7] : producer & :resource read
EEmm : resource
Derived dependencies:
: execution order
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Anvil Next Engine o Resource Tracking

A Engine tracks resource access synchronization automatically

GOC

A SSAQbuffer produced in compute, consumed in GFX queue

Producers:
B : G-Buffer
B : lighting

: SSAO

Resources:

Em . SSAO
mmm : Depth

Graphics

F Compute

www.gameworks.nvidia.com

Explicit dependencies:
: resource write
& :resource read

Derived dependencies:

: execution order
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Anvil Next Engine o Resource Tracking

A Engine tracks resource access synchronization automatically

ASSAQon compute queue must wait for G -Buffer rendering to finish

Producers: I G raphiCS Explicit dependencies:
W : G-Buffer . resource write
B : lighting & :resource read
: SSAO
Resources: Compute Derived dependencies:
. . SSAO . execution order
mmm : Depth

§ : auto fencing

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine o Resource Tracking

A Engine tracks resource access synchronization automatically

ADeferred lighting on GFX queue must wait for SSAO to finish

Explicit dependencies:

Producers:
B : G-Buffer : resource write
B : lighting & :resource read
: SSAO
Resources: Derived dependencies:
mmm : SSAO : execution order
mmm . Depth .
§ : auto fencing

<ANVIDIA.
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Anvil Next Engine o Resource Tracking

A Engine tracks resource access synchronization automatically

AUser can add manual syncto better match workloads

Explicit dependencies:

Producers:
B : G-Buffer : resource write
B : lighting & :resource read
= igﬁaAd(?)WS § : manual fencing
Resources: Derived dependencies:
= gig}ﬁ : execution order
§ : auto fencing

<ANVIDIA.
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Anvil Next Engine o Barriers

AUsing producer resource dependencies

ABatch transitions at producer boundaries
ADetermine minimal set of merged states

AAuto split barriers

G@C www.gameworks.nvidia.com <ANVIDIA.
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Anvil Next Engine o Barriers

ABarriers at producer boundaries

GOC

: Producer
: Depth Buffer
: Shadow Map

 resource write
: resource read

www.gameworks.nvidia.com

Barriers:

§> DepthWrite ->
PS Resource

<ANVIDIA.
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Anvil Next Engine o Barriers

AAuto split barriers

GOC

: Producer
. Depth Buffer
: Shadow Map

: resource write
: resource read

www.gameworks.nvidia.com

Barriers:

I Begin DepthWrite ->

PS Resource

] End DepthWrite ->

PS Resource
> DepthWrite ->
PS Resource

<ANVIDIA.
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Anvil Next Engine o Barriers

AGroup Barriers

Barriers:
I Begin DepthWrite ->
PS Resource
] End DepthWrite ->
PS Resource
> DepthWrite ->
PS Resource

: Producer
mmm : Depth Buffer
= - Shadow Map

. resource write
& :resource read

Single call
to ResourceBarrier()

G@C www.gameworks.nvidia.com
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Anvil Next Engine o Shader Bindings

ARe-architected to match DX12 binding model

AEngine classShaderinputLayout maps to DX12 Root Signature

AHides root signature 1.0/1.1, tier restrictions etc.

AEngine classShaderinputGroup maps to DX12 Descriptor Tables
AAbstracts underlying API details like bind slots
AShaderIinputGroupis the granularity of change

AEach unique ShaderlnputGroup gets compiled to an immutable Blob

G@C www.gameworks.nvidia.com <ANVIDIA.



gameworks.nvidia.com

Anvil Next Engine 0 Pipeline State

ARuntime PSO creation is expensive

AEngine thus supports two modes for PSO creation

ABlob based PSOs fordata driven material rendering code paths
AUses precompiled groups of state
AUses predefined state presets to restricts independent state changes

AOpens the opportunity for load time/offline blob compile time optimization

ALegacy mode for DX9style changes in state (only used in legacy code rendering passes)

AlLate compilation (then cached)
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Hitman from IO Interactive

AAbout the game

A Episodic Murder simulator

AReleased March2016

Also Check:

http://twvideo01.ubmus.net/ol/vault/gdc2016/Presentations/meyer _jonas _rendering hitman_with.pd
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