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We have developed an ultrafast SIR method for multipinhole 
SPECT programmed in CUDA and tested using a high 
performance graphic processing unit. We show significant 
performance improvement in reconstruction using both 
computer-generated and experimental sinograms, 
demonstrating an up-to fifty-fold speed enhancement with 
virtually the same accuracy as the CPU-based SIR (with 
0.15% normalized root mean square error). 

Motivation 

Why use GPUs for statistic iterative reconstructions (SIRs)? [1] 

What’s new here? 

Pros Cons 

Model stochastic 
processes 

Model physical 
processes 

Better noise/
resolution tradeoff 

than FBP 

Potentially lower 
dose or scan time 

Much slower than 
FBP 

Limited in what 
physical processes 

can actually be 
modeled due to 
computational 

constraints 

GPU 

NVIDIA Tesla M2070 
448 cores, 6 GB DDR RAM, 
150 GB/s, 1 peak  TFLOPS 

© 2011 NVIDIA Corporation [2] 
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GPU programming 

complexity 

•  GPU-based SIR for multipinhole SPECT 
using pre-computed system matrix 

•  Implemented using CUDA / CUSPARSE [3] 
GPU computing API 

•  Models finite pinhole apertures 

Why multipinhole SPECT? 
•  High resolution with increased sensitivity compared to 

single pinhole or parallel hole SPECT 
•  Simultaneously acquired multiple views enhance accuracy 

in dynamic studies and reduce motion artifacts [2] 

CPU vs. GPU Implementations 

Hardware / Method CPU GPU 

Processing cores 1 core of a AMD Opteron 6128 2.0 GHz 
CPU 

448 cores of a NVIDIA Tesla M2070 
GPU 

RAM 16 GB 6 GB 

Sparse matrix operations (projections) Eigen 3.0 [4] CUSPARSE 1.0 [5] 

Rotation, correction, and reduction 
operations C++ functions CUDA kernels 

computational constraints 
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Maximum-likelihood expectation maximization (MLEM) 

Initialize activity estimate 
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Correct current 

estimate 

 L̂i+1 = Yi ÷V  L̂i

Terminal 
condition 
satisfied? 

 
Output final estimate 

L̂ = L̂i

Yes 

No 

Legend 

Activity estimate for the ith 
iteration 
Rotation operation 
Rotated activity estimate 
System matrix 
Estimated projections 
Measured projections 
Back-projected correction 
Rotation in opposite direction 
Correction 
Normalization 
Transpose operation 
Element-wise multiplication 
Element-wise division 
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MLEM SIR algorithm 
Using matrix-based notation and implementation 

Ray-tracing 
Incremental Siddon’s Method [3] 

ldk
i

f
′fdi

b

x
yz

Sub-pixels 
Detector pixels 

Multipinhole 
collimator 

Activity voxels 

System matrix generation 
Calculating weights between a pixel d and a voxel k through the ith pinhole 

Ray tracing is faster on GPU 

TCPU 2TCPU 

CPU 

3TCPU 

… 

GPU 

TGPU 2TGPU 
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SIR Setup 

Projections from digital phantoms 
Projections from experimental 

acquisitions 
With a microcolumnar scintillator [7] 

 
fig_hot_rod.pdf

512 x 512

 
fig_moby.pdf

512 x 512

Hot rod phantom 

MOBY phantom [6] 
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Mouse heart 
phantom [7] 
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Ideal aperture Finite aperture (0.5 mm) 
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Reconstructions 

Pinhole 
aperture 

Phantom 
dimensions 

(voxels) 

Sinogram 
dimensions 

(pixels) 

Sub-pixels 
per pixel 

Pinhole pixels 
per sub-pixel Number of rays System matrix size (MB) 

Ideal 643 2562 x 60 32 1 589,824 76 

Finite 643 2562 x 60 32 52 14,745,600 952-1072 

Settings 

Benchmarking 

Pinhole 
aperture 

Computational 
element Ray tracing (s) Average per 

iteration (s) 

All 
iterations 

(s) 

Total 
reconstruction 

(s) 

GPU speed 
enhancement 

NRMSE 
(%) 

Ideal 
CPU 6.31 10.26 513.20 527.05 

37.25 0.15 
GPU 0.62 0.23 11.60 14.15 

Finite 
CPU 197.68 47.3 2365.14 2586.02 

47.71 1.24E-4 
GPU 13.30 0.78 38.86 51.20 

Finite 
(Mouse 
heart 

phantom) 

CPU 356.47 60.79 3039.44 3421.37 
37.25 4.50E-6 

GPU 23.11 0.83 41.28 66.47 
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Reconstruction Accuracy 

MOBY phantom convergence 

GPU CPU Line profile 


